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Can (?) be converted to qualitative (i.e., win/lose) game by letting $B \to \infty$.

Each cop has motive to capture the robber; capture by the other cop is a partial loss.

Clearly it is a *non-zero-sum* game.

So the appropriate solution concept is *Nash Equilibrium* (NE).
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The threat strategy of player $i$ is denoted by $\pi^i$ and defined as follows:

1. as long as every player $j \neq i$ follows $\phi^j$, player $i$ follows $\phi^i$;

2. as soon as some player $j \neq i$ deviates from $\phi^j$, player $i$ switches to $\phi^i$ and uses it for the rest of the game.

Note that:

- If player $j$ deviates then the players in $I\setminus\{j\}$ play the *coalition strategy* optimal against $j$ in $\Gamma_s (j)$.
- The deviation will be detected immediately, since the game has perfect information.
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- For the two-player, zero-sum quantitative game of unselfish cops see Kehagias+Konstantinidis, TCS, vol.645, pp.48-59.
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For the sequential case, and with deterministic robber, the payoff takes values in $\{0, 1\}$. 
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